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Abstract – In this paper, various cooperation 
schemes of SVM (Support Vector Machine) 
classifiers applied on two feature sets for 
handwritten digit recognition are examined. 
We start with a feature set composed of 
structural and statistical features and corres-
ponding SVM classifier applied on the comp-
lete feature set. Later, we investigate the vari-
ous partitions of the feature set as well as the 
advantages and weaknesses of various decisi-
on fusion schemes applied on SVM classifiers 
designed for partitioned feature sets. The ob-
tained results show that it is difficult to exce-
ed the recognition rate of a single SVM classi-
fier applied straightforwardly on the comple-
te feature set. Additionally, we show that the 
partitioning of the feature set according to 
feature nature (structural and statistical fea-
tures) is not always the best way for designing 
classifier cooperation schemes. These results 
impose need of special feature selection pro-
cedures for optimal partitioning of the featu-
re set for classifier cooperation schemes.   

Index terms – classification, committee, featu-
res, rejection, reliability  

1. INTRODUCTION 

The classical paradigm for character recognition 
is concentrated around two steps, feature extrac-
tion, where an appropriate representation of the 
pattern is developed, and classification, where 
decision rules for separating pattern classes are 
defined. Combining features of different nature 
and the corresponding classifiers has been 

shown to be a promising approach in handwrit-
ten recognition systems [1], [2], [3], [4], [5]. Da-
ta from more than one source that are processed 
separately can often be profitably re-combined 
to produce more concise, more complete and/or 
more accurate situation description. 

In this paper, classification systems for hand-
written digit recognition using two different fea-
ture families and SVM classifiers [6] are exami-
ned. Following widely used terminology, our fe-
ature families are referenced as structural and 
statistical feature sets [7]. We start with a SVM 
classifier applied on both feature families as one 
feature set. These results serve as a basis for fu-
ture investigations. Further, we used two SVM 
classifiers that work on the structural and stati-
stical feature families and examined their coope-
ration using statistical decision fusion. In our 
terminology, we partition the complete feature 
set according to the feature nature into statistical 
and structural feature sets. Different statistical 
cooperation schemes were examined and corres-
ponding recognition results are presented. In or-
der to improve the system reliability, we intro-
duced rejection criteria as a part of the classifier 
cooperation schemes. 

The presented results show that it is difficult to 
achieve the recognition rate of a single classifier 
applied on the feature set that includes both fea-
ture families by combining the individual classi-
fier decisions. However, the classifier cooperati-
on schemes offer better possibility for fine tu-
ning of the recognition versus the reliability tra-
deoff and reduce both, the classifier complexity 
and the need for samples. 
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Additionally, we tackle the problem of useful-
ness of partitioning of the feature set according 
to the nature of the obtained features. The rese-
archers in the area of classifier combining tacitly 
agree that partitioning of the features according 
to their nature is an acceptable approach for de-
signing pattern recognition systems based on 
classifier cooperation. The basic supposition is 
that different features (by their origin) can be 
considered as reasonably independent. They 
"see" the same pattern from different points of 
view and consequently, corresponding individ-
ual classifier decisions can be profitably re-
combined to produce more accurate recognition. 
Our results show that statistical and structural 
features, widely used for designing pattern rec-
ognition systems based on classifier cooperation 
schemes is not always the best way to partition 
the feature set. This result imposes need of spe-
cial feature selection procedures for optimal par-
titioning of the feature set in cases of classifier 

decision fusion applied on different feature 
families. 

Our goals in this paper are to examine useful-
ness of our feature extraction and selection tech-
nique, to study different classifier cooperation 
schemes and to investigate usefulness of parti-
tioning of the feature set according to the nature 
of the features rather than to compete with the 
recognition rates of other handwritten digit rec-
ognition systems [8]. 

2. THE SYSTEM ARCHITECTURE 

The recognition system is constructed around a 
modular architecture of feature extraction and 
digit classification units. Preprocessed image is 
an input for the feature extraction module, 
which transfers the extracted features toward 
SVM classifiers (see Fig. 1). 
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Fig. 1. The system architecture 
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The first step in creating of the structural feature 
set is defining a reasonable set of elementary 
shape primitives for digit constructions. We 
have proposed 27 elementary primitives showed 
in Fig. 2. The digit image is searched for these 
primitives twice: firstly on the original digit im-
age orientation, and secondly on the rotated digit 
image for 90°. So, the total number of primitives 
is 54, and that is the number of the elements in 
the structural feature set. 
The detection and the extraction of the structural 
features are performed by dividing the image 
binary matrix into two, three, four and six sub-
regions. The existing shape in each of those sub-
regions is compared with the proposed primi-
tives in the same sub-regions whose existence is 
expected.  
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Table 1. Recognition rates on the structural, 

 statistical and both feature families 
 

        

 

SVM 
(Gaussian 

kernel) 

Recog
(%) 

T1, T2 
RRe-
cog. 
(%) 

Miscl. 
(%) 

Reject.
(%) 

Re-
liab.
(%) 

Statistical 
features 97.01 -0.533, 

0.9988 92.40 0.92 6.68 99.01

Structural 
features 94.92 0.382, 

1.4626 81.97 0.81 17.22 99.02

Structural + 
Statistical 
features 

97.73 0.0056, 
0.577 94.76 0.94 4.29 99.02

 6 4  2  12  3 
Fig. 2. Image sub-regions and the elementary  

primitives 
 
Thus, the structural feature is composed of 54 
values of the calculated similarities [9] between 
the found shapes in the corresponding sub-regions 
and the corresponding elementary primitives. 

 
Recog. is the classifier recognition rate. RRe-
cog., Miscl. and Reject. denote the recognition, 
misclassification and rejection rates for reliabil-
ity of at least 99% provided by the rejection cri-
terion using the corresponding values of T1 and 
T2. Reliab. denotes the reliability that is calcu-
lated as Reliab. = RRecog./(100%–Reject.). 
These results show that the statistical feature set 
has stronger discrimination power and provides 
better recognition rate. However, the recognition 
rate of the statistical feature set is more then 0.7 
percent lower then the recognition rate of the 
classifier applied to the complete feature set. 

The statistical feature set is composed of 62 fea-
tures that give the pixel-based information pre-
sented by the densities of the lit pixels in various 
regions of the digit image. The first 54 statistical 
features are obtained from the projection histo-
grams obtained by the vertical (16), horizontal 
(16) and two diagonal (22) projections (5 pixels 
left and right around the main diagonals). The 
last 8 features are obtained from the zone-pat-
tern regions. This kind of features in different 
forms has been exploited in many pattern recog-
nition systems [e.g. 10]. 

4.1  Decision Fusion on Statistical and Struc-
tural Feature Sets 

4. THE RECOGNITION RESULTS 

The database for our experiments is an extrac-
tion of the NIST (National Institute of Standards 
and Technology) handwritten digit database. 
The total number of 23898 digit images is di-
vided into two groups, 17952 images for the 
training phase and 5946 images for the test 
phase. The digits from the original database are 
rearranged so that digits in the test set belong to 
different writers from those in the learning set.  

The classifier cooperation schemes are built 
around two SVM classifiers performing classifi-
cation separately on structural and statistical fea-
ture families. In Table 2, the recognition rates 
using various statistical cooperation schemes are 
presented. We have used the same rejection cri-
terion as in Table 1, and suitable values for T1 
and T2 were chosen in order to achieve reliabil-
ity of at least 99%.  We have used a SVM classifier with Gaussian 

kernel. Because of the large number of samples, 
a more robust variation of SVM training soft-
ware (Torch3) has been used [11]. 

The decision fusion methods: Product, Dempster 
Rule, Fuzzy Integral, and Decision Templates 
require possibilistic outputs. To map the original 
output values to [0, 1] interval we used the map-
ping 1/(1+e-x). 

The outputs of this classifier applied on our 
samples fall in [-8, 5] interval. Let us denote the 
classifier outputs in descending order by O1, O2, 
..., O10 (O1 ≥ O2 ≥ ... ≥ O10). We have used a re-
jection criterion based on the top two classifier 
outputs. All the samples with highest value of 
classifier outputs that is smaller than a certain 
threshold T1 (O1 < T1) or for which the differ-
ence between the top two classifier outputs is 
smaller than a certain threshold T2 (O1 – O2 < 
T2) are rejected. Varying these thresholds to ob-
tain reliability of at least 99% we have obtained 
the results shown in Table 1.  

In order to make the final decision, first four co-
operation schemes use the maximum of the sum, 
the maximum of the product, the maximum of 
the maximum and the maximum of the mini-
mum of the corresponding pairs of the classifier 
outputs [12]. The Dempster rule considers the 
fuzziness of the classifier votes by giving less 
confidence to less certain votes [13]. The naive 
Bayes cooperation scheme uses the confusion 
matrices of member classifiers to estimate the 
certainty of the classifier decisions [13]. The 
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Borda count cooperation method is a generaliza-
tion of the majority vote [14]. The fuzzy inte-
gration is based on searching for the maximal 
grade of agreement between the objective evi-
dence (provided by the sorted classifier outputs 
for specific class) and the expectation (the fuzzy 
measure values of both classifiers) [15]. We 
have also used several decision template ap-
proaches described elsewhere [16]. The dynamic 
average approach uses dynamic weights that are 
adjusted to be proportional to the certainties of 
the respective classifier outputs rather than 
globally chosen weights as in generalized com-
mittee [17]. The generalized committee prediction 
is based on a weighted sum of the predictions of 
the member classifiers [18]. The modified general-
ized committee differs from the generalized 
committee only by the chosen weights that are 
different for every class output. In other words, 
we used a vector of adjusted weights rather than 
one common weight per classifier. 
A few results in Table 2 deserve attention. The 
best recognition rates (Recog.>97.70%) are ob-

tained by five of the cooperation schemes. Let 
us note that these results are almost identical to 
the recognition rate of the SVM that uses both 
feature families as one feature set (see Table 1).  
On the other hand, the best recognition rates with 
reliability of 99% are provided by the schemes 21 
(Generalized Committee) and 2 (Product). These 
results are noticeably better than the correspond-
ing results shown in Table 1. Generally speaking, 
the classifier cooperation schemes with rejection 
criteria offer improved recognition rates in com-
parison to the classifier that utilizes the both fea-
ture families in one feature set. 

4.2  Decision Fusion on Random Partitions of 
the Feature Set 

To examine usefulness of grouping features ac-
cording to their "nature" we performed a few 
random partitioning of the complete feature set 
in different relations between structural and sta-
tistical features.   

Table 2. Various statistical cooperation schemes and corresponding recognition rates 

# Cooperation schemes Recog. (%) T1, T2 RRecog. (%) Miscl. (%) Reject. (%) Reliab. (%) 

1. Average 97.70 0.453, 0.140 95.34 0.96 3.70 99.00 

2. Product 97.73 0.376, 0.039 95.39 0.96 3.65 99.01 

3. Max-Max 97.09 0.590, 0.197 93.51 0.92 5.57 99.02 

4. Min-Max 97.23 0.322, 0.122 94.80 0.92 4.27 99.03 

5. Borda count 97.70 0.907, 0.281 95.34 0.96 3.70 99.00 

6. Naive Bayes 97.24 0.919, 0.860 93.98 0.92 5.10 99.03 

7. Dempster 97.78 0.217, 0.081 94.82 0.94 4.24 99.02 

8. Fuzzy Integral 97.09 0.590, 0.197 93.51 0.92 5.57 99.02 

9. Decision Templates P1 97.66 0.518, 0.097 94.57 0.94 4.49 99.01 

10. Decision Templates P2 97.68 0.857, 0.033 94.90 0.92 4.17 99.03 

11. Decision Templates P3 97.61 0.805, 0.030 95.06 0.94 4.00 99.02 

12. Decision Templates P4 97.56 0.497, 0.107 94.82 0.92 4.25 99.03 

13. Decision Templates I1 97.66 0.645, 0.097 95.19 0.96 3.85 99.00 

14. Decision Templates I2 97.60 0.932, 0.016 94.38 0.92 4.69 99.03 

15. Decision Templates I3 97.56 0.827, 0.015 94.94 0.94 4.12 99.02 

16. Decision Templates I4 96.99 0.489, 0.183 93.53 0.92 5.55 99.02 

17. Decision Templates I5 97.09 0.352, 0.216 93.02 0.91 6.07 99.03 

18. Decision Templates C 97.12 0.577, 0.195 93.58 0.92 5.50 99.02 

19. Decision Templates E 97.71 0.967, 0.022 95.16 0.94 3.90 99.02 

20. Dynamic average 97.70 0.204, 0.083 95.24 0.94 3.82 99.02 

21. Generalized Committee 97.73 0.221, 0.073 95.41 0.94 3.65 99.02 

22. Modified Generalized Committee 97.76 0.216, 0.074 95.27 0.94 3.78 99.02 
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Ten pairs of randomly partitioned feature sub-
sets were created by combining 25 randomly 
chosen features from the structural feature set 
and 29 randomly chosen features from the statis-
tical feature set to form a mixed feature set con-
taining 54 features. The remaining 29 features 
from the structural feature set and the remaining 
33 features from the statistical feature set were 
combined in another feature set containing 62 
features. By partitioning and joining the parts of 
the structural and statistical feature sets this 
way, we have obtained two feature sets with the 
same number of features as the original struc-
tural and statistical feature sets. The new feature 
subsets contain features from both feature fami-
lies in relations that correspond to structural and 
statistical feature families 25:29 ≈ 29:33 ≈ 54:62. 
By this partitioning we were able to use the 
same system to conduct the experiments, i.e. to 
avoid most of disturbances that could be implied 
by the altered system.  
For each pair of obtained feature subsets a pair 
of SVM classifiers was trained to perform clas-
sification over a single mixed feature set. The 
outputs of each pair of classifiers were com-
bined using the same classifier cooperation 
schemes given in Table 2. In Table 3, average 
recognition rates over the ten random partition-
ing of the feature set are presented. 

The obtained results show that mixing the fea-
tures from the "weaker" structural and 
"stronger" statistical feature set, the perform-
ances of the classifier trained on these mixed 
feature sets perform more comparably with 
0.65% average difference in recognition per-
formance and 2.69% when applying rejection 
criteria for reliability of 99%. The slight advan-
tage of the feature set that contains 62 features is 
expected, because of the larger number of fea-
tures used to represent the sample. 

The recognition results obtained by random par-
titioning of the feature set (Table 3) are not 
worse, but also not better than the recognition 
results obtained by partitioning of the feature set 
according to the feature nature (Table 2). Let us 
note that in Table 2 five recognition rates ex-
ceeds 97.70%, while in Table 3 there are only 
two. On the other hand, the best recognition rate 
comes from the modified generalized committee 
in Table 3 (97.82%). By applying rejection cri-
teria in the cooperation schemes, the situation is 
quite similar in opposite way. Now, in Table 2 
we have five recognition rates over 95.30%, 
while there are four in Table 3. The best result is 
obtained by the generalized committee in Table 
2 (95.41%). 

Table 3. Average recognition rates of cooperation schemes on 10 random partitioning of the feature set 
# Cooperation schemes Recog. (%) RRecog. (%) Miscl. (%) Reject. (%) Reliab. (%)
 Set 1 (54 features) 96.02  (σ=0.25) 89.20  (σ=1.37) 0.89 9.91 99.00 
 Set 2 (62 features) 96.67  (σ=0.18) 91.89  (σ=0.98) 0.91 7.20 99.00 

1. Average 97.67  (σ=0.10) 95.32  (σ=0.37) 0.94 3.74 99.00 
2. Product 97.69  (σ=0.10) 95.31  (σ=0.35) 0.95 3.75 99.01 
3. Max-Max 97.38  (σ=0.09) 94.51  (σ=0.62) 0.93 4.56 99.02 
4. Min-Max 97.36  (σ=0.14) 94.45  (σ=0.42) 0.94 4.61 99.03 
5. Borda count 97.67  (σ=0.10) 95.32  (σ=0.37) 0.94 3.74 99.00 
6. Naive Bayes 97.24  (σ=0.12) 74.60  (σ=15.15) 0.65 24.75 99.03 
7. Dempster 97.63  (σ=0.10) 95.10  (σ=0.45) 0.94 3.96 99.02 
8. Fuzzy Integral 97.38  (σ=0.09) 94.51  (σ=0.62) 0.93 4.56 99.02 
9. Decision Templates P1 97.61  (σ=0.08) 95.10  (σ=0.35) 0.94 3.96 99.01 
10. Decision Templates P2 97.63  (σ=0.07) 95.09  (σ=0.34) 0.94 3.97 99.03 
11. Decision Templates P3 97.66  (σ=0.08) 95.24  (σ=0.41) 0.94 3.83 99.02 
12. Decision Templates P4 97.43  (σ=0.10) 94.58  (σ=0.54) 0.94 4.49 99.03 
13. Decision Templates I1 97.60  (σ=0.08) 95.07  (σ=0.32) 0.93 4.00 99.00 
14. Decision Templates I2 97.57  (σ=0.09) 94.96  (σ=0.45) 0.94 4.10 99.03 
15. Decision Templates I3 97.64  (σ=0.11) 95.21  (σ=0.40) 0.94 3.85 99.02 
16. Decision Templates I4 97.13  (σ=0.12) 94.20  (σ=0.60) 0.93 4.88 99.02 
17. Decision Templates I5 97.38  (σ=0.09) 94.45  (σ=0.62) 0.93 4.63 99.03 
18. Decision Templates C 97.37  (σ=0.10) 94.44  (σ=0.62) 0.93 4.63 99.02 
19. Decision Templates E 97.63  (σ=0.10) 95.21  (σ=0.31) 0.94 3.86 99.02 
20. Dynamic average 97.65  (σ=0.10) 95.30  (σ=0.35) 0.95 3.75 99.02 
21. Generalized Committee 97.75  (σ=0.07) 95.34  (σ=0.31) 0.94 3.72 99.02 
22. Modified Generalized Committee 97.82  (σ=0.12) 95.34  (σ=0.38) 0.94 3.72 99.02 
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5. CONCLUSION 

In this paper, we address some issues in design-
ing high reliability system for hand-written digit 
recognition using SVM classifiers. We used two 
different feature families referenced as structural 
and statistical features. Decision level fusion is 
performed using statistical cooperation schemes. 
To improve the system reliability, we introduced 
rejection criteria in decision fusion schemes.  

The presented results show that it is difficult to 
achieve the recognition rate of the single classi-
fier applied on the complete feature set by statis-
tical decision fusion applied on the individual 
classifier outputs. However, classifier coopera-
tion schemes reduce classifier complexity, 
slightly improve recognition rates and enable 
fine tuning of the recognition versus the reliabil-
ity tradeoff. Additionally, we compare decision 
fusions of the classifiers designed for different 
partitioning of the feature set including random 
partitioning and partitioning by feature nature 
and show that "natural" partitioning of the fea-
ture set according to feature nature is not the 
best way to apply classifier decision fusion. 
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